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Introduction 

In the 1970's and 1980's public inducements and 
joint public-private initiatives (Stout and Vitt, 1982) 
spurred the process of revitalization in North American 
cities in a pace unprecedented since the urban renewal 
decades of the 1950's and 1960's.1 The increased real 
estate development activity and infrastructure reinvest­
ments in the downtowns stimulated an interest in accounts 
of benefits and costs of revitalization and, particularly in 
the impact of downtown revitalization on the economy of 
the city. Consequently, a number of studies has emerged 
(e.g., Degiovanni, 1984; Ircha, 1984; Laventhol, 1984) 
that commonly trace the employment and expenditure 
impacts of downtown revitalization on the economy of the 
city. A striking limitation of such studies, however, is their 
lack of attention to the spatial interaction phenomenon: 
The impact of the economy of the revitalizing city on its 
surrounding and depending economies. 

Estimates of permanent vs. non-permanent employ­
ment ordinarily are reported in studies of the economic im­
pact of downtown revitalization. However, still a further 
distinction of employment as "basic" vs. "non-basic" types 
is of particular interest since, at least in economic-base 
theory, the former is the source of additional (induced) 
employment change. Thus, the argument in this paper 
brings into the calculus of the economic impact of city re­
vitalization the distinction of basic vs. non-basic employ­
ment and its associated concept of the multiplier impacts. 
But more important, cognizant of previous empirical stud­
ies attesting to the existence of the multiplier-decay hy­
pothesis (e.g., Erickson, 1977; Richardson and Gordon, 
1978; Richardson, 1985), this study accounts for the im­
pact of the economy of the revitalizing city on its surround-
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ing and depending subregional economies. 
It turns out that the employment multiplier estimates 

are approximated by a distance-decay function with a high 
degree of statistical significance, even when the number of 
subregions (as observations) is small: The employment 
impacts on the surrounding counties (subregions) decay 
with the distance from the core (downtown) of the revital­
izing city. This fmding is significant in the face of previous 
studies that, in deference to a small number of zones, were 
statistically restrained to confirm the plausibility of the 
multiplier-decay hypothesis. Furthermore, the estimates 
fall within the approximate range of the employment and 
expenditure multiplier estimates obtained by other studies 
(in particular, Erickson, 1977; Richardson and Gordon, 
1978). The use of spatial multipliers thus is suggested, 
extending the scope of existing studies that characteristi­
cally have negated the interaction of spatial economies, 
particularly in accounting for the greater territorial or 
"subregional" incidence of the economic impact of urban 
revitalization. 

Procedure and Data 

Among studies that develop a spatial context in 
quantifying their economic impacts two are uniquely rele­
vant for the purposes of this paper. One is a study by 

. Erickson (1977) that involves simulation of spatial 
(subregional) expenditure multipliers. The study by 
Erickson involves a small number of zones (10 Wisconsin 
communities, one of which is Madison); the other study by 
Richardson and Gordon (1978) derives and statistically 
estimates spatial employment multipliers. In the latter 
study, a larger number of zones (81 in Los Angeles and 
Orange counties, CA) was analyzed with a negative expo­
nential function resulting in the best fit (relative to linear or 
log-linear forms) of the multiplier-decay function (rl = 
0. 794 ). When 10 (Wisconsin) communities from the study 
by Erickson were used as observations, however, the 
linear, log-linear and negative exponential functional 
forms accounted for only 59.9, 53.5 and 49.9 percent, re­
spectively, of the variation in the multiplier values due to 
the distance from the basic expenditure zone, (Richardson 
and Gordon, 1978). 

In this paper an alternative version of the Garin­
Lawry model is used (Garin, 1966; Oppenheim, 1980; 
Richardson, 1985), and made operational principally with 
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the Census Urban Transportation Planning System 
(UTPS) data as its inputs, in the absence of direct survey 
information. 2 The resulting multiplier estimates, as well as 
variable measure and form of the multiplier-distance­
decay function in this paper, can be compared, however, 
with those obtained in previous studies. 

zones (or subregions) of the model. The impact of the 
addition in "basic" employment due to the revitalization in 
one zone (the city) on the remaining zones (surrounding 
counties) is stimulated and the resulting employment 
changes then are fitted to derive estimates of (subregional) 
employment multipliers.5 The revitalized zone is the City 
of Memphis, Tennessee, which has experienced the reju­

The subregional employment multiplier model has venation of its downtown since 1977, adding an estimated 
the form:3 5,790 permanent jobs associated with public and private 

investment of approximately 428 million dollars from 
T = [I- (CBWA)]"1 E(b) 

where 

(1) 1977 through 1984 (REDC, 1985). A two-way classifica­
tion of the employment impact of city revitalization is 
given in Table 1. 

T =vector of total employment by zone (Dimension: 
nx 1) 

I =identity matrix (n x n) 
C = joumcy-to-sezvices probability matrix (n x n) 
B =diagonal matrix of service jobs equivalents by 

zone (nx n) 
W =diagonal matrix of reciprocal of work-force 

ratios by zone (n x n) 
A=journey-to-w<Xk (basic jobs) probability matrix 

(nxn) 
E(b)= vector of basic employment by zone (n x 1) 

The impact of the change resulting from a 1 ,000-in­
crease in basic employment due to downtown revitaliza­
tion was simulated to determine the value of the employ­
ment multiplier. The impact of the estimated total increase 
in basic employment can be determined, however, from the 
resulting multiplier value, given the linear form of the 
spatial employment multiplier model. 

The principal source of data for this simulation was 
the urban transportation planning system (Census UIPS, 
1980). The UTPS provided commuting linkage data, as 
well as information on the type of employment' of the 
commuters, both vital for the purposes of spatial economic 
impact analysis. Using location quotients (LQ), employ­

The essential spatial interaction phenomenon is ment was further subdivided into "basic" (LQ>1) and 
captured by the journey-to-services and the journey-to- "non-basic" (LQS1) types. The 10 zones combined (one 
work (i.e., basic jobs) matrices in which the zone origins city and nine counties) to constitute the "parent" economy 
and destinations of the commuters are specified (discussed in the calculation of the location quotients. Mter determin­
further in the context of the data source which follows). ing the type of employment of the commuters, by basic vs. 
The model can be used flexibly for determining the effect non-basic (services), the journey-to-basic and journey-to­
of changes involving, for example, the commuting pattern services matrices A and C, respectively, were constructed. 
(changing A and C), the zonal employment participation Dividingeachelementineverycolumnbyitscolumntotals 
pattern (W), the zonal number of service workers per unit transformed matrices A and C into probability matrices 
of residential population (B), as well as the impact of the (ensuring that each column totaled 100 percent).7 In effect, 
changeinthenumberofbasicjobswithinazone,E(b),on commuters are allocated, via matrices A and C, to each 
total employment in each zone (1).4 employment zone j from the residential zones i. The 

This model is used for estimating both employment Census of Population (AR, MS, TN, 1980) provided zonal 
and employment change, with one city and nine counties as (residential) population figures as data for construction of 

Table 1 
Employment Impact of City Revitalization: 

Employment 

Basic1 

Non-Basic2 

Total 

Memphis TN: 1977-1984 

Permanent 

4,860 
930 

5,790 

Non-Permanent 

7,363 
7,363 

1Retail, Services and FIRE employments classified by location quotient value of> 1 as "basic" employment; 
'Construction employment classified by location quotient value of~ 1 as "non-basic" employment. 
Source: Based on impact data from REDC (1985).5 
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Table2 

Observed vs. Simulated Total Employment, 
by Zone, Memphis, Tennessee, Area, 1980. 

Subregion Observed Estimated Error Distance 
(zone) Employment Employment 

(Number) (Number) (PeiCeDt) (Miles) 
City: Memphis ('IN) 553,993 557,015 0.55 
Comtty: Crittenden (AR) 11,856 14,143 19.23 13.3 

Shelby ('IN) 42,099 46,710 10.95 14.7 
Desoto (MS) 13,572 13,457 -0.85 20.0 
Tipton ('IN) 7,120 5,113 -28.19 34.7 
Poinsett (AR) 293 293 0.00 34.7 
Cross(AR) 181 200 10.50 40.0 
Marshall (MS) 519 523 0.77 40.0 
St. Francis (AR) 312 279 -10.58 41.3 
Mississippi (AR) 155 176 13.55 44.0 
Total 630,100 637,909 1.24 

diagonal matrix B, representing the number of service jobs maining zonal totals can be examined further in the face of 
per unit of residential population in each zone, and for con- data imperfections and limitations of the location quotient 
struction of diagonal mattix W, the inverse of the employ- technique.' Thus, the spatial multiplier model specified 
ment participation mte for each zone. The employment earlier was used to simulate the impact of a change in 
data for matrices (B and W), however, were obtained "basic" employment in one zone (City of Memphis down­
entirely from the UTPS (1980).8 The model simulated total town revitalization) on the remaining zones of the model 
employment vs. observed 1980 total employment is given economy (nine counties). The results of this simulation of 
in Table 2. a 1,000-basic employment addition in the revitalizing City 

The observed and simulated total employment fig- of Memphis, are shown in the fust column of Table 3 as 
ures are very close, particularly for total employment in the new total zonal employment estimates. The absolute and 
city (0.55 percent error) and total employment in all zones relative changes in zonal employment are shown in the 
(1.24 percent error). The errors in the estimates of there- second and third columns of Table 3, respectively. 

Table3 

Subregional Impact of a 1,000-Increase in 
Basic Employment in the City of Memphis 

Subregion Employment Employment Employment Distance 
New Totals Change Change 

Number Number Percent Miles 
City: Memphis ('IN) 558,277 1,262 0.23 
County: Crittenden (AR) 14,168 25 0.18 13.3 

Shelby ('IN) 46,747 37 0.08 14.7 
Desoto (MS) 13,465 8 0.06 20.0 
Tipton ('IN) 5,115 2 0.04 34.7 
Poinsett (AR) 293 0 0.00 34.7 
Cross(AR) 200 0 0.00 40.0 
Marshall (MS) 523 0 0.00 40.0 
St. Francis (AR) 280 1 0.36 41.3 
Mississippi (AR) 177 1 0.57 44.0 
Total 639,245 1,336 0.21 
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As in Table 2, the nine subregions (counties) are 
shown in order of increasing distance (in miles) from the 
location of the basic employment change (City of Mem­
phis) in Table 3.10 Relatively large employment multipli­
ers impacts (0.36 and 0.57) are noted for two Arkansas 
counties (St. Francis and Mississippi), despite their distant 
locations from the City of Memphis (41.3 and 44 miles, re­
spectively). Richardson and Gordon (1978) point out a 
similar "distortion" in data from the study by Erickson 
(1977) in which a community, despite its 35-mile distance 
from a defense procurement industry, registered a substan­
tial expenditure multiplier impact. In general, when the 
impact of an economic or a demographic variable (such as 
population change) is small, there is reason to examine the 
size of the absolute change. That the measure of a variable 
change in relative terms may be large and misleading, 
particularly when the absolute change is quite small, is evi­
denced in the data presented here. The (simulated) em­
ployment change is much more reasonable in absolute 
measure, however, and a good statistical fit of the distance­
decay function is obtained using this measure. 

When absolute change11 in employment (Tj) is re­
gressed on distance (dij), and a log-linear functional rela­
tionship is assumed, a good fit (Figure 1) of the employ­
ment multiplier-decay function is obtained (t-statistics in 
parentheses): 

p<.Ol p<.025 

r=0.934 
or after transformation: 

tj = 2290.86 diJ2..00 (3) 

This model explains more than 93 percent of the 
change in variation in the employment. The results can be 
compared to those of the log-linearmodels fitted for expen­
diture (based on output from the Erickson model) and em­
ployment by Richardson and Gordon (1978), respec­
tively:11 

and 

log Ej = 3.424 - 1.3034 log dij 
(expenditure model, 10 zones) 

r=0.535 

log Ej = 2.54 - 1.667 log dij 
(employment model, 81 zones) 

r=0.766 

(4) 

(5) 

The information in Table 3 indicates that a 1,000 
·basic employment change in the City of Memphis resulted 
in a simulated induced employment of 1,262, and a simu­
lated total employment of 2,262. The statistically derived 

log Tj = 3.36- 2.00 log dij 
(employment model, 10 zones) 

(12. 73)(10.60) 

(2) estimate (the coefficient of the log-linear model above) 
gives 2,290.86. Thus, the local employment multiplier 
falls within a range of 2.262 (simulation model) to 2.290 
(statistical model) for the City of Memphis, compared to 

4.20 
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Figure 1. Decay of Employment Multiplier with Distance 
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1.845 for the City of Long Beach, CA (Richardson and 
Gordon, 1978).12 

Furthermore, the value of the distance decay parame­
ter, the coefficient of dij (or alternatively, its exponent in 
the transformed version of the employment-distance-de­
cay function), is -2.00 in the study area. In a gravity formu­
lation, the distance decay parameter provides a measure of 
"responsiveness of interaction to spatial separation" 
(Haynes and Fotheringham, 1984 ). The larger the value of 
the coefficient, the smaller is the volume of commuting, all 
other things being equal. The empirically derived estimate 
of this coefficient for the study area reported here ( -2.00) 
is higher than the value derived by Richardson and Gordon 
(1978) for the Los Angeles and Orange County, California 
zones ( -1.667), where a greater dispersion of employment 
was evident. The geography of the employment distribu­
tion/concentration; the level of income required to offset 
the cost of commuting (to work); and the distance percep­
tions of the people are among the factors affecting the 
measure of the responsiveness of interaction to spatial 
separation. 

Conclusions 

The regression model, however simple, provides an 
empirical observation of the spatial economic impact 
process that is grounded in theory. The classical regional 
economic theorists, Myrdal and Hirshman, pointed out the 
"spread-effects" or "trickle-down" effects of a capitalist 
process of economic growth on spatially distributed popu­
lationgroups(FreidmannandWeaver,1979,pp.ll4-ll5). 
The use of commuting data in the spatial multiplier model, 
endogenously affecting the values of the employment 
change variable (Tj) in the regression model, provides a 
behavioral measure of the "labor mobility", that was con­
ceived as a condition necessary for the notions of spread­
effects and trickle-down effects of economic growth to 
hold. Furthermore, the estimated regression equation is 
analogous to the working of a gravity model in the realm of 
spatial multipliers (Richardson and Gordon, 1978), de­
scribing the incidence of economic impact as decreasing 
with increasing distance. Further extension of this model 
fruitfully could include a temporal dimension, to trace the 
dynamics in the incidence of spatial economic impacts, 
once time series data are made available. 

Even when the number of subregions (zones) is 
small, data are limited and/or direct survey information on 
work and shopping commuting patterns are unavailable, 
the simulation reported here renders the multiplier-decay 
hypothesis plausible. Furthermore, a variable measuring 
absolute rather than relative employment change in the 
multiplier-distance-decay function exhibits greater ac-

countability when the economic impact is small. Juxta­
posed with the case in which the number of subregions is 
large, as previously noted, this additional empirical evi­
dence suggests a rationale for enlargning the scope of 
economic impact studies, in particular, to account for the 
benefits and costs of changing the economic base of a city. 
Thus the aggregate (non-spatial) multiplier commonly 
reported for a city undergoing revitalization of its down­
town may misrepresent the more precise, spatial-economic 
consequences of the revitalization process. 

Finally, further use of the proposed approach for 
planning and simulation model testing could involve the 
use of direct survey data. Comparison of the simulated 
model output with a direct, albeit costly and time-consum­
ing, survey of, for example, the impact of opening or 
closing plants in one zone on the remaining zones could 
shed additional light on the accuracy of simulation model 
predictions of observed impacts. 

Notes 
1In particular, the U.S. Department of Housing and Urban De­

velopment, with its CDBG and UDAG programs, and funding 
from the Economic Development Administration and the Depart­
ment of Transportation were instrumental in the city rebuilding 
process during this period (Stout and Vitt, 1982; Witherspoon, 
1982; HUD, 1984 ). Comparable public inducements are found in 
the process of the revitalization of Canadian cities (lrcha, 1984 ). 

Z'fhe model used by Richardson and Gordon (1978) has the 
form: 

E = [I-(ABCD) + FG)]"1 E(b). 
See Richardson and Gordon for the definition of the model 
variables. 

3See Oppenheim (1980) for a further discussion and a (small, 
3-zone) numerical example of the model used in this paper. 

4Acomputerprogram in BASIC, forthemainframecomputer 
that calculates total employment by zone (T) for the specified 
values of the various matrices in the model is available from the 
author upon request. A variety of economic impact scenarios can 
be simulated by changing the data for the model variables (on the 
right-hand-side), and thereby tracing the associated change in the 
total employment of each zone. 

5 After examining the sectoral distribution of employment in 
32large cities, Richardson (1978) notes that basic industries are 
found outside manufacturing. Thus, Richardson [p.254] argues 
that nonlocal business sen-ices, RRE, tourism, and government, 
are as basic as manufacturing, if"basic" industries are defmed as 
activities serving markets beyond metropolitan area boundaries. 

'Eleven categories of employment were used, including: Ag­
riculture, Forestry and Fisheries; Mining; Construction; Manu­
facturing; Transportation, Communication and Public Utilities; 
Wholesale and Retail Trade; Finance, Insurance and Real Estate 
(FIRE); Services; Public Administration; and Armed Forces. 

7Data used in the construction of matrices for the model 
variables are available from the author upon request. 

1 A check on employment data from Census UTPS and 
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Census of Population revealed compatibility of the two ~ 
sources. 

9Further research could examine the sensitivity of the simu­
lation model output by experimenting with the spatial (base area) 
delineation and the level of industrial (sectoral) disaggregation 
(or aggregation) by using the index of locational specialization 
(LQ), or its alternatives, notwithstanding certain limitations of 
the LQ technique of sectoral bifurcation or base area delineation 
(e.g., Issennan, 1980; Richardson, 1978a;1985). 

1 OOistances (in miles) were measured along the highway and/ 
orthenextlevelpimuyroadconnectingtheCBDofthecitywith 
the centroid of each county. 

11The employment variable in the Richardson and Gordon 
study measured relative, rather than absolute, change due to basic 
employment increase in one zone. However, it turns out, at least 
in the case of small number of zones, that the fit of the model is 
adversely affected when a relative measure of employment 
change is used. 

1 ~e author also has experimented with a negative exponen­
tial form that resulted in the fitted model: 

In Tj = 7.73 - 2.00 1n dij 
(13.05) (10.87) 

r= .937 

or after transformation: 
tj = 2275.6 e·100 diJ 

giving a slightly better fit than the log-linear model above. 
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