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Abstract-The long-run equilibrium of the competitive model of the economy predicts 
that per capita income across industries and regions becomes equalized over time. Since 
earnings constitute a substantial part of income, that model predicts that earnings per 
person also equalizes over time. During the 1980s, state and regional income in the United 
States diverged. thereby contradicting the competitive model hypothesis as well as Simon 
Kumets's hypothesis of income equality varying directly with economic development. 
This paper examines earnings growth rates of 10 industrial sectors by using actual state 
data for 1969-88 and projected state data for 1988-2000. Even though the fmdings 
indicate overall convergence in growth rates based on state data, continued average 
inequality between regions persists. 

I. INTRODUCTION 

Differences in regional growth and development and their consequent effect 
on income inequality is a subject of great interest. Lewis (1993) gives a summary 

of the elements that may explain the level of aggregate and per capita income in a 
region. He states that such factors as the export base, which includes primary, 
secondary, and tertiary exporting industries; investment and government expendi­
tures; and adequacy of supply-side factors such as land, labor, and capital are im­
portant detenninants. Kubin and Steiner (1992) classify regions according to 
fonns of economic behavior where economic agents may behave in a creative, 
entrepreneurial way or in an allocative, adaptive way in part as a consequence of 
cyclical, evolutionary sequence. Added to these are the advantages gained from 
the location of various economic activities in specific geographical areas. 

Yet, despite regional disparities, Kuznets (1955) theorized the inverted U 
model where income inequality rises in the early stages of development and 
declines in the later stages of development with eventual stabilization, a model of 
income inequality that contrasts less developed nations with developed nations. 
Eventual stabilization of income inequality results from the market mechanism 
explained by the neoclassical approach. Annstrong and Taylor (1985) contend 
that the neoclassical approach anticipates an equilibrium in income and employ­
ment. This may be the result of outward migration from regions of excess labor 
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supply; also, because regions of excess labor supply become more attractive to in­

vestors, we may witness "trickling-down effects" as described by Alonso (1968), 
or even a combination of the two. 

Kuznets's inverted U hypothesis has been subjected to numerous empirical 
studies, one of the earliest of which was the classic work by Williamson (1965), 

which gave credence to Kuznets' s hypothesis. In recent years, research by Amos 

(1988, 1989, 1991) questioned the validity of the inverted U hypothesis and 

proposed instead an "augmented" inverted U. According to the excellent summary 
by McGillivray and Peter (1991), Amos contends that the increase-decrease pat­

tern of the inverted U should be an increase-decrease-increase pattern. McGilliv­

ray and Peter, though, in agreement with Amos that regional growth rates are not 

likely to equalize, dispute Amos's methodology and contend that the smallness of 

his sample provides inadequate proof of a renewed Kuznets cycle. On the other 

hand, recent work by Ram (1991, 1992) supports Amos by fmding that income in­
equality does not monotonically decline in the United States, a highly developed 
country. Similarly, Nelson (1984) gives further support to Amos's contention by 

pointing out that economic opportunities in some areas may contribute to a rise in 

inequality even though differences in earnings between low- and middle-income 

groups decline. 

Amos (1991) empirically investigated the causes of income differentials by 

using the contribution of industrial sectoral growth as an explanation. He used 

linear and quadratic equations, which regressed average per capita real gross state 

product growth rate from 1963 to 1986 against the per capita real gross state 
product in 1963 for each of 10 sectors. The sectors included were agriculture, 
forestry, and fishery; mining; construction; manufacturing; transportation, com­

munications, and public utilities; wholesale trade; retail trade; finance, insurance, 

and real estate; services; and government. 

This paper extends Amos's work by examining convergence of growth rates 
of earnings of the same 10 industrial sectors using states' data and addresses the 

question of equality of regional rates of growth for the periods 1969-1979 and 

1979-1988 and for projections of the period 1988-2000. Earnings are particularly 
important. In 1988, according to Rowley, Redman, and Angle (1991), they ac­
counted for approximately 69 percent of per capita income, and as Browne (1989) 

points out, earnings have played a primary role in the divergence of regional in­

comes since the late 1970s, a conclusion substantiated by Rowley, Redman, and 
Angle (1992). 

Data for growth in earnings by place of work measured in dollars of constant 
purchasing power were obtained from the Bureau of Economic Analysis (BEA 
1980) and the projections from Johnson, Kart, and Friedenberg (1990). The 

projections for earnings to the year 2000 are obtained through a set of complex 
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econometric models and the use of extensive past data through 1988. The pro­

cedure entails the projection of historical trends of a state's earnings per employee 
in an industry as a percent of national earnings. The resulting measure is multi­

plied by projected national earnings per employee in the industry and then multi­

plied by projected state employment in the industry to yield a fmal projected state 

earnings in the industry. If the explanations provided by Lienesch and Kort (1992) 

can serve as a guide for understanding recent methodology used by BEA in cal­

culating trends, then the primary detailed data used for state earnings in recent 
years are remarkably superior to those used previously. They further explain that 
while the bottom-up method, whereby variables projected in the state models 
were aggregated to obtain national projection, was used in earlier work, the cur­

rent methodology uses a hybrid approach in which national variables link up with 
the state projection in a top-down manner where the effect of the national 

economy is reflected in the state economies. As a consequence of this hybrid ap­
proach, changes in an individual state economy both affect and are affected by 

changes in the national economy. 
While the interest in convergence, as advocated by the neoclassical as well as 

the Kuznets inverted U models, is concerned with levels of income, growth of in­
come and, by implication, growth of earnings play a key role in attaining conver­

gence. The neoclassical growth model predicts, according to Barro and 
Sala-i-Martin (1991, 1992), that poorer economies with lower values of capital 

per unit of effective labor (number of workers adjusted for the effect of technical 
progress) tend toward faster growth in per capita income. 

Perhaps this is because of their potential to follow and to imitate, or as 

Romer (1993) puts it, use ideas borrowed from industrialized countries and from 

these ideas create new ideas for products to be sold abroad. In particular, Barro 

and Sala-i-Martin indicate that in the United States, in regard to state per capita 

personal income (the return to the factor owners) or gross state product (GSP) per 

capita (gross market value of goods and services of labor and property in a state), 

the poorer states grow faster in these categories, reflecting higher labor produc­
tivity in the various industrial sectors. State average income of the industrial sec­

tors therefore tends toward convergence. They conclude that the evidence is in 
favor of convergence for the industrial sectors as well as state aggregates. 

In their study of income convergence of OECD countries since 1950, 
Dowrick and Nguyen (1989) are in agreement with Barro and Sala-i-Martin 

regarding the notion that rapid growth is more prevalent among countries that 
start off technologically backward. This rapid growth is accomplished through a 
process of catching up in levels of total factor productivity (technological 
progress estimated by capital stock growth) or labor productivity (the marginal 
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product of labor), both of which may explain tendencies of income levels toward 

convergence. 
Convergence of state per capita income for which the neoclassical or the 

Kuznets inverted U theories are applied may also apply for the industrial sectors, 

a line of thought followed by Amos (1991) and Carlino (1992). In either case, one 

needs to investigate both levels and growth. The underlying rationale for using 
growth rates to test for convergence, as pointed out by McGillivray and Peter 
(1991), is that for convergence to occur, growth rates must equalize, and relative 
mean incomes must remain unchanged. This paper examines the question of con­

vergence of earning growth rates. Growth in earnings of the industrial sectors 
(where data is based on state earnings per employee) is customarily used in lieu of 

the growth either in labor productivity or in total factor productivity of the in­

dustrial sectors, an approach followed by Branson and Monoyios (1977) and 

Niroomand (1991) where they measure growth in human capital by earnings dif­
ferentials to reflect factor productivity. 

Summary information on averages and standard deviations for earnings 
growth rates are provided in Table 1. For most industrial sectors, average growth 

was smaller during the period 1979-1988 than in the previous decade. The only 

sector that had larger growth in 1979-88 than in 1969-79 was the services sector. 

For the projected period 1988-2000, there are some instances of improvement 
when compared to the 1979-88 decade, as, for example, the mining sector where 

the growth rate is 0.74, as compared to -3.79. In general, average growth rates for 
1979-1988, as well as the projected average growth rates for 1988-2000, are much 

smaller than in the period 1969-1979. The standard deviations provide measures 

of variation in the states' growth rates. Table 1 shows that the standard deviation 

in 1979-88 was smaller in five instances, almost equal in three instances, and 

larger, implying more volatility, in two instances as compared to 1969-1979. For 

1988-2000, the variation declined substantially for all sectors. 

ll. CONVERGENCE OF GROWTH RATES 

In order to ascertain the convergence of growth rates, data on states' growth 

rates for 1979-1988 were regressed on data of the previous period 1969-1978, and 

in tum, the data in the projected period 1988-2000 were regressed on the cor­
responding data of the former period 1979-1988. The scheme follows a methodol­
ogy pursued by Hart and Pearce (1986) in their research on growth patterns of 

large enterprises and by Congdon and Shepherd (1988) for effect of change in the 

urban social environment. 
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TABLE 1 
Annual Average Growth Rates of State Earning of Industrial Sectors 

1969-1979 1979-1988 1988-2000 

Variables Mean so1 Mean so1 Mean so1 

Agriculture 4.05 3.13 2.80 2.40 3.08 0.67 

Mining 6.33 4.15 -3.79 3.40 0.74 0.66 

Construction 3.63 3.70 -0.07 4.39 1.49 0.72 

Manufacturing 3.20 2.26 0.01 1.81 1.40 0.58 

Transportation 4.60 1.89 0.82 1.71 1.77 0.45 

Wholesale trade 5.23 2.39 1.15 2.52 1.58 0.54 

Retail trade 2.74 1.98 0.86 2.08 1.90 0.43 

FIRE 4.79 2.03 2.71 2.43 2.35 0.49 

Services 4.73 1.55 5.20 1.71 3.22 0.39 

Government 3.31 1.18 1.98 0.94 1.20 0.33 

SO is standard deviation. 

Note: Agriculture includes forestry and fisheries; transportation includes public utilities; 

and FIRE stands for finance, insurance, and real estate. 

This model is based on the notion that observed values on the same state 

made over two separate occasions with score x in the former occasion and a score 

y in the later occasion jointly follow a bivariate normal probability law if both are 

individually normal. There are five parameters in the bivariate normal density 

function: 1.1 , 1.1 , a >0, a >0, and -1< p <1. The first two symbols stand for ex-
x y X y 

pected values for X and Y, the next two symbols are the respective standard 
deviations, and pis the correlation between X andY. It follows, according toLar­
son (1982), that the conditional distribution for Y, given X=x is normal with mean 

E[YIX=X] = tL + p (a Ia ) (X-1.1 ) , r-y y X X (1) 

written in a simplified form as 

and estimated by least squares as 
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y~ = y + b(X.-X) 
I I 

(2) 

where Y; is an estimator of the conditional mean E[Yix] obtained by regressing Y 

on X, andY is the obseiVed estimator of Jl.Y, which is the average growth rate of 
an industrial sector in a later period. Xi is an obseiVed value, and X is the ob­
seiVed average, which is an estimator of Jl.x in a fonner period.1 A divergence 
away from the mean is implied if lbl>1 (b>1 or b<-1) because the difference 
(Xi-X) becomes larger in absolute tenns when b> 1 or b<-1. Convergence toward 
the mean occurs when -l<b<l. As Creedy (1985) puts it, there is an egalitarian 

- -
tendency in that Xi approaches X, and therefore the difference (Xi-X) becomes 
smaller in absolute tenns.2 

Table 2 shows the regression results for the 10 sectors. For convenience of 
display, the symbol "I" is used for regressing 1979-88 growth rates (Y) on the 
corresponding values (X) in 1969-79. Similarly, "II" stands for the regressions of 

TABLE2 
List ofRegression Equations of Average Annual Growth Rates of State Earnings 

of Industrial Sectors 

Intercept Slope 
Variables a b t-valu~ r 

I II I II I II I II 

Agriculture 2.73 3.09 -0.02 -0.01 -0.16 -0.12 -0.02 -0.02 

Mining -3.09 0.96 -0.07 0.06 -0.57 2.14* -0.09 0.29* 

Construction 2.93 1.49 -0.83 -0.06 -6.79* -3.03* -0.70* -0.40* 

Manufacturing -0.38 1.40 0.12 0.15 1.07 3.82* 0.15 0.48* 

Transportation 0.43 1.63 0.08 0.17 0.65 6.01* 0.09 0.65* 

Wholesale trade 2.03 1.47 -0.17 0.09 -1.12 3.23* -0.16 0.42* 

Retail trade 0.86 1.83 0.00 0.09 0.00 3.22* 0.00 0.42* 

FIRE 5.14 2.28 -0.51 0.03 -3.28* 0.96 -0.42* 0.14 

Services 6.10 2.62 -0.19 0.12 -1.23 4.09* -0.17 0.50* 

Government 1.75 0.92 0.07 0.14 0.62 3.11* 0.08 0.41* 

Note: "I" refers to results of regressing 1979-88 states' growth rates on corresponding 
1969-78, while "II" similarly refers to regressing 1988-2000 on 1979-88. Agriculture in-
eludes forestry and fisheries; Transportation includes public utilities; and FIRE stands for 
finance, insurance, and real estate. 
*Significant at .05 
Source: Computations from Equation (2). 
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1988-2000 on 1979-88. The first two columns of Table 2 contain the intercepts 
"a," where a= Y-b X from Equation (2). The slopes of the regression "b" follow 
in the next two columns. The succeeding two columns give the t-values for testing 
the slope "b" for significance, and the last two columns give "r," the estimates of 
the correlation coefficient "p." In all instances, -1<b<l, positive and significant in 
seven cases, negative and significant in three cases, and not significant in eight 
cases, indicating an overall tendency toward convergence of growth rates. 

The smallness of the statistically significant coefficients for "b" (negative or 
positive) and nonsignificance in some instances provide, in the context of this 
model, a strong evidence for convergence of growth rates. In essence, "b" 
measures the magnitude of change of the rates between two periods, and its small­
ness or nonsignificance indicates that in Equation (2) the contribution ofb(X-X) is 
small and therefore Y ',., Y. In other words, states' growth rates in earnings, though 
different, have the tendency to approach the average Y. It is this tendency for 
growth rates to approach the average that gives meaning to the notion of conver­
gence. A consequence of this finding is that the gaps in earnings in the various 
sectors will tend to equalize or stabilize because of the catching-up in growth 
rates made by the states with below average growth in earnings (X.<X) and the 

- 1 

dampening effect on states with above average growth (X.>X). This conclusion is 
1 

in line with that reached by Barro and Sala-i-Martin (1991, 1992) in that, in past 
decades, states with per capita incomes below the national average grew initially 
faster than states with higher than average per capita incomes, resulting in nar­
rowing of the gaps in their incomes in later years. This narrowing of gaps (con­
vergence) will be stable if the growth rates themselves converge. Stability in 
levels of income is therefore assured? 

A fmallook at Table 2 concerns the estimates of the correlation coefficient 
"r" tested for significance (H0: p=O) by t = (n-2) lfl.r/(1--?-)112. Nonsignificance in­
dicates that the two variables X and Y are independent In this regard, no more is 
known about the occurrence of Y after X is known to have occurred. When "r" is 
positive and relatively high, the indication is a permanence of hierarchy; states 
with high growth rates and those with low growth rates in an earlier period have 
maintained their relative positions. Transportation and public utilities (regression 
II) is an example. When "r" is negative and relatively large, as in Construction 
(regression I), the implication is that some changes in relative position have taken 
place. 
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ill. REGIONAL INEQUALITY IN GROWTH RATES 

Even though growth rates of earnings were shown to converge, inequality in 
regional average growth rates may persist, as evident from the discussion 
provided in Section II. The convergence in rates implied from Equation (2) says 
that states with growth rates above and those below the average tend to approach 
the average when -l<b<l. Therefore, when looking at regional averages, it is pos­
sible that one region contains many states with above average growth, and another 
region contains many states with below average, and therefore the difference be­

tween the two regional averages may be statistically significant as measured by a 
t-test. 

An extension of the t-test for the differences between more than two means 
is provided by analysis of variance performed for the three periods under con­
sideration for each of the 10 sectors. If the F-test is statistically significant, then at 
least two means differ, and a multiple comparison procedure helps to identify 
which means differ. The method of least-significant-difference outlined by Miller 
(1985) is used. The groupings of states into regions follow the BEA classifica-
. 4 t10n. 

The listing of regions in ascending order of growth rates as a consequence of 
the multiple comparisons, as well as the p-values of the F-tests, is shown in 
Table 3. A p-value signifies how much agreement there is between the data and 
the null hypothesis that the eight regional means are all equal. In other words, it is 
a measure of the credibility of the null hypothesis; the smaller the p-value, the less 
credible is the null hypothesis. The conclusion to be drawn from the listing is that 
any two regions that are not inside the same parentheses differ from each other. 

If a statistical significance of 5 percent is used as a basis of decision to reject 
the null hypothesis, 21 out of a possible 30 tests indicate that average regional 
growth rates differed, even though there was a great deal of overlapping of 
regions in common subsets, indicating that average rates have a strong tendency 
to similarity. Of interest are the changes in the rank order of some regions, per­
haps as a consequence of differential changes in energy prices in recent years as 
pointed out by the extensive work on this subject by William Miernyk. In a selec­
tion of works, Miernyk (1977, 1982, 1984, 1985) addressed the issue of the 
response on rising energy prices of relocation of economic activity of market­
oriented industries from energy-deficit regions to energy-surplus regions. 
Miernyk explains the shift as resulting from favorable terms of trade for the ener­
gy-surplus regions affecting the manufacturing sector as well as the other in­
dustrial sectors such as services, construction, retail, and the like. 

To this end, Miernyk chooses standard federal regions5 (SFR.s) for delinea­
tion. He points out that none of the SFRs is entirely composed of energy-surplus 
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TABLE3 
Multiple Comparisons of Regional Average Annual Growth Rates of Earnings of 

Industrial Sectors 

Variable Comparisons 
Agriculture, Forestry, and Fisheries 

1969-1979 [(6,2,5);(2,5,1 ,3);(5, 1,3,7 ,8);(4 )] 
1979-1988 [(6,8,7 ,4,3,5);(5,2);(2,1)] 
1988-2000 [(1,2,6);(2,6,4,3,5);(6,4,3,5,8,7)] 

Mining 
1969-1979 
1979-1988 
1988-2000 

Construction 
1969-1979 
1979-1988 
1988-2000 

Manufacturing 

[(2,1,6,5);(1,6,5,4,7,3,8)] 
[(2,5,6,8,1,7 ,3);(4)] 
[ (7 ,8,6,2,5,3);(8,6,2,5,3,1 );(5,3, 1,4 )] 

[(1,2,5);(3,6,4,7);(7,8)] 
[{8,6,7);(6, 7 ,5,4 );(7 ,5,4,3);(2);(1)] 
[{1,2);(2,3);(3,5,6,4,8,7)] 

1969-1979 [(2,1,5);(5,3,6);{3,6,4,7 ,8)] 
1979-1988 [(5,8,2,6);(8,2,6,3,4,1);(2,6,3,4,1,7)] 
1988-2000 [(2,1 ,5);(3,6,4,7 ,8)] 

Transportation and Public Utilities 
1969-1979 [(2,5,1);(5,1,6);(6,3,4);(3,4,8,7)] 
1979-1988 [(6,8,5,4,2,7);( 4,2,7,3,1)] 
1988-2000 [(2,6,5,8,3,1);(8,3,1,4,7)] 

Wholesale Trade 
1969-1979 
1979-1988 
1988-2000 

Retail Trade 
1969-1979 
1979-1988 
1988-2000 

[ (2,5,1);(5,1,3,4 );(1 ,3,4,6);(3,4,6,7 ,8)] 
[(8,6,7 ,5);(6,7 ,5,3);(7,5,3,4,2);(1)] 
[(6,2,5,3,1);(2,5,3,1,4);(3,1,4,8,7)] 

[(2,5,6,1);(3,8,7);(8,7,4)] 
[(8,6,5);(5, 7 ,4,3);(7 ,4,3,2);(1 )] 
[(5,6,2,3,1);(6,2,3,1,4);(2,3,1,4,8,7)] 

Finance, Insurance, and Real Estate 
1969-1979 [ (2,5, 1 ,6);(5, 1 ,6,3);(3, 7 ,8);(7 ,8,4 )] 
1979-1988 [(8,4,6);(4,6,5,7 ,3);(2,1)] 
1988-2000 [(5,3,1,6,2,4);(3,1,6,2,4,7 ,8)] 

Services 
1969-1979 
1979-1988 
1988-2000 

Government 

[(2,5,1);(5,1,6,3,7);(7,8);(8,4)] 
[(8,6,5,4 );(6,5,4,3, 7);(5,4,3,7 ,2);(3,7 ,2, 1 )] 
[(5,2,6,1,3,8,4);(3,8,4,7)] 

1969-1979 [(1,2,6,5,4);(2,6,5,4,3,7);(4,3,7,8)] 
1979-1988 [(5,6,2,8,4,3);(4,3,1,7)] 
1988-2000 [(2,6,5,1,3,8,4);(3,8,4,7)] 

p-value 

.0001 

.0005 

.0104 

.2554 

.0500 

.0630 

.0000 

.0000 

.0018 

.0000 

.1160 

.0002 

.0000 

.0357 

.0575 

.0011 

.0003 

.0488 

.0000 

.0000 

.0849 

.0000 

.0000 

.2582 

.0000 

.0023 

.1985 

.0334 

.0702 

.1914 
Note: The numbers in the table refer to regions as follows: (1) New England, 
(2) Mideast, (3) Southeast, (4) Far West, (5) Great Lakes, (6) Plains, (7) Southwest, and 
(8) Rocky Mountain. P-value is the smallest level for which the test statistic F is sig­
nificant P-value ~ .05 indicates significance at the 5 percent level. See Endnote 4 for a 
listing of states in each region. 
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states. Of the SFRs, the Southwest and Rocky Mountain-Northern Plains regions, 

however, may qualify. Their energy surpluses (production minus consumption) in 
1979 were 29.51 percent and 6.85 percent of the U.S. total. The states included in 
these two regions are fairly comparable to the BEA 's classification of states of the 
Southwest and Rocky Mountain designated by the numbers "7" and "8," respec­

tively, in the multiple comparisons shown in Table 3. The results of the table are 

consistent with the predictions made by Miernyk in that the Southwest (region 7) 

and Rocky Mountain (region 8) occupied generally the top positions in the hierar­
chy of growth in earnings for every sector during the early period 1969-79 and the 
projected period 1988-2000. For the intermediate period 1979-88, no such pattern 
is evident In fact, these two regions are placed in the lower hierarchy in most 
categories. The change in regional ordering coincides with changes in the time 
periods. Energy prices rose considerably during the 1970s, which made it difficult 
for residents and businesses in energy-deficit industrial regions such as New 
England, Mideast, and Great Lakes, to cope. The increase in the cost of residential 

energy may have initiated the migration of people to the South and Southwest, 
which affected market-oriented activities including those that are not energy in­

tensive. 
The collapse of OPEC and the energy bust during the 1980s resulted in a 

decline of energy prices, especially oil, which hit hardest the Southwest and 
Rocky Mountain regions, causing them to lose in the process the favorable terms 

of trade enjoyed in the earlier decade. Growth in earnings declined for the South­
west and Rocky Mountain regions in all market-oriented activities. On the other 
hand, New England, the Mideast, and to a certain extent the Southeast and Far 
West, designated by the numbers "1," "2," "3," and "4," respectively, in Table 3, 

ranked the highest in growth in most sectors. This was perhaps the result of the 
location of high-technology industries, such as electronic computing equipment, 

semi-conductors and related services, and computer software, in these regions as 
pointed out by Parle and Lewis (1991). However, in the projected period 1988-

2000, the energy-surplus regions are anticipated to recapture the favorable posi­

tion enjoyed during the 1969-79 period. 1bere is no reason to deny the possibility 
that energy prices will rise again, bringing about a new imbalance in interregional 
terms of trade, a predication also supported by Miernyk. 

IV. SUMMARY 

The focus of this paper is a comparison of performance in 10 industrial sec­
tors for base periods 1969-79 and 1979-88 and a projected period 1988-2000. 

States' annual growth rates of earnings were examined to address the issue of 



Behavior of Industrial Sectors Earnings Growth Rates 291 

convergence and whether patterns of growth between regions are becoming more 
alike or more different, finding convergence of rates and inequality in average be­
tween regions. 

The period for which actual data were used (1969-1988) coincides ap­
proximately with a period of substantial slowdown in growth in U.S. production 
which is relevant to growth in earnings and vice versa. According to Lawrence 
(1988), growth in production declined from 2.1 to 1.2 percent after 1973 with a 

similar fall in the growth of per capita spending up to 1979. However, between 
1979 and 1987, the growth of per capita spending exceeded the growth of per 
capita production-1.6 percent against 1.2 percent-a difference Lawrence at­
tributed to a large rise in overseas borrowing. The period 1988-2000 contains 
projections based on extensive available data through 1988 and on the customary 
assumptions regarding the future. Whether the near future holds to these projec­
tions depends on implemented economic policies coinciding with the assumptions 
made for the projections. 

ENDNOTES 

1. When X and Y are jointly distributed as, for instance, by a bivariate nor­
mal law, and information on X is available, the distribution Y changes to a condi­
tional distribution from which the conditional mean (expectation), E[Yix], is 
calculated as in Equation (1). If there are two or more possible observed values 
for Y for a given x, that is when Y is sampled from a subpopulation on which the 
conditional distribution of Y given X=x is defined, the conditional mean is called 
the regression of Y on X estimated conveniently by the method of least squares as 
in Equation (2). When "b" in Equation (2) is zero (statistically not significant), 

then an inference is made that E[Yix] = E[Y] = J.L , which implies that the condi-
Y 

tiona! mean is equal to the unconditional mean. In this case, no additional infor-
mation is obtained about the mean of Y by observing X. 

2. The functional form introduced in Equation (1) to detect convergence of 
growth rates of earnings of the industrial sectors differs from the functional forms 
used customarily in research on income inequality. Its estimation is in Equa­
tion (1), where both the "X" and "Y" variables are growth rates, the relationship 
between the two variables is Y' , which is the estimator of the conditional mean. 
By observing "X" first, it intends to calculate the conditional expectation of "Y," 
and convergence toward the mean is accomplished if the slope -l<b<1 and diver­
gence occurs when b> 1 or b<-1. 

The other functional forms look at convergence in terms of income and its 

growth or in terms of a measure of inequality and its trend over time. In the 
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former situation, "Y" is growth rate and "X" is per capita income and the func­
tional form is either linear or quadratic. In this case, convergence occurs if the 
slope of the linear equation b<O so that in advanced economies, as income rises 
the growth of income declines, implying that the poorer states or countries catch 
up. The quadratic version, on the other hand, tries to detect a renewal of diver­
gence whereby b1<0 (coefficient of the linear term) and b2>0 (coefficient of the 
quadratic term), resulting in a U shaped curve. 

When measures of inequality, such as the variance, the coefficient of varia­
tion, the Gini coefficient and the like, are employed for the "Y" variable, the "X" 
variable is time. Linear and quadratic equations are also used, and if the coeffi­
cients take on appropriate signs (positive, negative), the quadratic relationship 
may give rise to Kuznets's inverted U model. 

3. Barro and Sala-i-Martin (1991,1992) approached convergence by use of 
cross-sectional data on state's per capita income or product in terms of the 

stability of a convergence coefficient ~ such that the per capita income or product 
approach stability if~ stabilizes over time. In a comment on their 1991 work, 
Blanchard (1991, 169-170) suggests the use of a procedure similar in method­
ology to the one employed in this paper. 

4. Regions of the United States according to the Bureau of Economic 
Analysis are (1) New England: Cf, NH, ME, MA, RI, VT; (2) Mideast: DE, DC, 
MD, NJ, NY, PA; (3) Southeast: AL, AR, FL, GA, KY, LA, MS, NC, SC, TN, 

VA, WV; (4) Far West: CA, NV, OR, WA; (5) Great Lakes: IL, IN, MI, OH, WI; 
(6) Plains: lA, KS, MN, MO, NE, ND, SD; (7) Southwest: AZ, TX, NM, OK; 
(8) Rocky Mountain: CO, ID, MT, UT, WY. The first four regions are coastal 
while the second four regions are interior. Not classified: AK, HI. Although the 
BEA classification excludes Alaska and Hawaii, those states are included in the 
Far West region in this paper. 

5. The Standard Federal Regions are (1) New England: Cf, NH, ME, MA, 
RI, VT; (2) North Mid-Atlantic: NJ, NY; (3) South Mid-Atlantic: DE, DC, MD, 
PA, VA, WV; (4) Southeast: AL, FL, GA, KY, MS, NC, SC, TN; (5) Great 
Lakes: IL, IN, MI, MN, OH, WI; (6) Southwest: AR, LA, NM, OK, TX; (7) 
Central Plains: lA, KS, MO, NE; (8) Rocky Mountain-Northern Plains: CO, MT, 
ND, SD, UT, WY; (9) Far West: AZ, CA, HI, NV; (10) Northwest: AK, ID, OR, 
W A. This classification of regions was established in 1972 by executive order to 
facilitate geographic jurisdiction of field offices of the federal government. 
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