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An Approach To Forecasting The
Demand for Urban Land"^

Michael W. Babcock*

In recent years there has been a heightened interest in the management
of local growth in general and in land use planning specifically. Local
government decision makers would like to know what economic factors
affect the local demand for land as well as what growth is likely to occur in
the future. If local government policy instruments have substantial lever
age on the important causative factors, then the government can affect the
amount of growth that takes place. If local government decision makers
have reliable growth forecasts, they can use what policy instruments they
have to manage the growth that is expected to occur.
Regional economic theory suggests that local government has little con

trol over the amount of growth that occurs. This depends on the local and
external demand for local production, which basically is in the hands of
private decision makers. However, local government has a great deal of
control over the location of growth. Zoning controls, transportation in
vestment, and extension of utilities are powerful instruments for manag
ing growth that does occur. Accordingly if local authorities have reliable
forecasts of the demand for urban land they can formulate plans to
effectively manage urban growth. Also the forecasts would be helpful in
indicating future needs for local public goods and for predicting changes
in tax base.

The model presented in this paper is a framework for (a) identifying the
economic factors affecting the demand for urban land and (b) developing
conditional forecasts of the demand for urban land.

THE MODEL

Before discussing the model in detail, a few general comments are in
order. In formulating the model, the major consideration was predictive
ability. Most would agree that the two major goals of any model are
explanation and prediction. Unfortunately, these two goals often turn out
to be mutually exclusive. Very sophisticated theoretical models often prove
impossible to implement empirically. In contrast, simple models often are
capable of providing accurate forecasts while contributing little to an
understanding of the underlying relationships.
These considerations affect the selection of the model's independent

#Computer programming for the study was performed by Alan H. Ringleb, Kansas State University.
♦Kansas State University, Manhattan, Kansas.
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variables. The independent variables selected have a theoretical relation
ship with the dependent variable, but they are also forecastable. By that I
mean that both the methodology and the data exist to forecast the inde
pendent variables.
Also the model is concerned with forecasting the quantity of land de

manded. This approach differs from most previous economic research on
land use which has been primarily concerned with (a) the determinants of
land values (b) the intraurban location of various classes of economic
activity (c) the effects of zoning and (d) measurement of density gradients.
Thus the model is primarily concerned with the dispersion changes that
accompany growth rather than density.
The conceptual approach employed in formulating the model is to view

land as a factor of production. Like all other factors of production, the
demand for the factor is derived from the demand for goods and services.
Thus, a community's demand for land will be derived from the demand
for locally produced goods and services. An increase in the demand for
local production will increase the demand for land. Thus, if variables that
reflect the demand for local production can be identified, then the de
mand for land can be estimated.

The model was estimated using Manhattan, Kansas as the study area.
Manhattan is an excellent case study for empirical estimation of the model
since it has experienced rapid growth in the past 20 years. Employment has
increased by nearly 100% and the land area has more than doubled.
Manhattan is also somewhat of a special case since it is the home of Kansas
State University (K.S.U.) which like most universities has grown rapidly
during the past two decades. However, the general considerations that
lead to the specification of the model are valid for any community. That is,
the growth of the demand for the output of the cities' economic base
industries will have a fundamental impact on the demand for land.
The model consists of time series multiple regression equations for the

principal types of land use. The equations used to estimate the demand for
the different categories of land are as follows:

(1) At = Bi + B2N + B3E + B4C + BgT

(2) Ar = Bj -f- B2N + B3E -f B4C -f BgT

(3) Ac = Bi B2N -h BgE -F B4C + BgT

(4) Ai = Bi + B2N1 + B3N[US]i + B4T

(5) Ap = Bi + B2N "+■ B3E -l- B4C 4- BgT

At - Total number of acres of developed land [includes devel
oped K.S.U. campus land]

Ar - Total acres of residential land

Ac - Total acres of commercial land

Ai - Total acres of industrial land
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Ap - Total acres of public land [includes area occupied by city
streets but does not include K.S.U. campus area]

N - Total Riley County non-agricultural civilian employment^

Ni - Riley County non-agricultural industrial employment [in
cludes wage and salary employment in the manufacturing,
transportation, and public utility sectors]

N[US], - National non-agricultural industrial employment [in
cludes wage and salary employment in the manufacturing,
transportation, and public utility sectors]

E - K.S.U. total enrollment - fall semester

C - Kansas per capita car registration [includes private and
public autos only, exc. military]^
T - Time

Several variables could be used to reflect the demand for local produc
tion. When the demand for local goods and services increases; output,
population, and employment would all increase. Employment was selected
as an independent variable in (1) because employment data are more
readily available for local areas. Higher education is a dominant economic
base industry in the study area. Enrollment was selected as a good measure
of the state, national, and international demand for locally produced
higher education services. Independent variable E should be positively
correlated to the dependent variable in (1). Car registration per capita was
included in (1) as a proxy variable for transportation costs [See Muth 1961,
p. 216]. An increase in transportation costs would have the effect of
reducing the radial expansion of the city and increasing density. The
theoretically expected sign between C and At would be positive since an
increase in transportation costs would reduce autos per capita [c] and the
quantity of land demanded [At]. The time variable is included in (1) as a
proxy for variables that could have an effect on the demand for land but
are difficult to quantify. For example, slow changes in the production
function caused by technical change.
The rationale for the inclusion of independent variables N, E, C, and T

in the other equations is basically the same as for (1). The demand for land
by the commercial sector is hypothesized to depend on the demand for the
goods and services produced by that sector. According to the economic
base theory of local growth, the demand for non-base output is primarily a
function of local income. Since local income data are not available, variable
N (total employment) was used as a proxy for local income. Of course as
total employment [n] increases the demand for land by the commercial
sector should increase. The economic base theory also contends that
growth in the base sector will have a multiplier effect on non-base [com
mercial] activity. Since Kansas State University is the largest base industry
in the area, variable E (enrollment) should also be positively correlated
with demand for land by the commercial sector.
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The demand for land by the industrial sector will be positively related to
the demand for industrial sector output. An increase in the demand for
industrial sector output will lead to an increase in industrial sector em
ployment. Thus, independent variable Nj should be positively correlated
to the dependent variable in (4). Independent variable N[IJS]i was in
cluded on the premise that demand changes that affect the industrial
sector nationally will also affect the local industrial sector in like manner.
Admitting the possibility of differential regional growth in the national
industry, N[USJi should be positively correlated to the dependent variable
in (4).

RESULTS OF THE MODEL

The model was estimated using data from the 1960-1976 time period.
The data for the dependent variables was obtained by using city lot maps in
conjunction with the city directory. Data sources for the independent
variables may be found in the footnotes.^
The model equations were estimated using the stepwise regression

procedure. The Durbin-Watson test for equations At and Ap indicated no
significant autocorrelation. The test for equations Ar and Ai was inconclu
sive. Equation A^ had significant positive autocorrelation. Correcting for
serial correlation should result in improved forecasting performance since
it reduces the standard error of forecast if p is known [See Pindyck and
Rubinfeld 1976, p. 172]. However, in practice p is not known. In cases
where the sample size is small [approximately 20], Rao and Griliches have
suggested the following rule of thumb. One should use methods that
correct for autocorrelation if |p | .3, where p is the estimated first order
serial correlation from an OLS regression [See Maddala 1977, p. 283].
Since p exceeded .3 for Ar, Ac, and Ai, they were all corrected for serial
correlation using the Hildreth-Lu procedure [See Pindyck and Rubinfeld
1976, p. 112]. The equations that satisfied the Durbin-Watson test and
minimized the standard error of the regression were then selected.
The correction for autocorrelation improved the fit of equations Ar, Ac,

and Ap Table 3 compares the actual values of Ar, Ac, and Aj with the fitted
values using OLS without serial correlation correction. Table 2 compares
the actual values with the fitted values using the Hildreth-Lu transformed
equations [in Table l]. For Ar, the Hildreth-Lu equation produced a
better fit for twelve of sixteen possible cases; for Ac, ten of sixteen with two
ties; for Ai, ten of sixteen.
The AAE [average absolute error] was also calculated [See Maddala

1977, p. 347]i For Ar, the AAE of the Hildreth-Lu estimates was 22.3 as
opposed to 30.9 for OLS. In the case of Ac, the AAE for the Hildreth-Lu
estimates was 7.3; 9.3 for OLS. For Aj, AAE of the OLS estimates was 6.0;
4.4 for the Hildreth-Lu equations.

Therefore the fit of the equations and the probable forecast perform
ance were improved by correcting for serial correlation.
The estimated equation for all five land use categories are in Table 1. An

examination of equation At indicated that independent variables N and T
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have the expected sign and are significant. Independent variable C is
significant but has the wrong sign. One possible explanation for this could
be multicollinearity. An examination of the correlation matrix revealed
that the partial correlation coefficients between almost all of the indepen
dent variables are quite high. Unfortunately no reliable test exists for
determining whether multicollinearity is a significant problem. There are
only rules of thumb and these often lead to conflicting conclusions [see
Maddala 1977, p. 188].

Multicollinearity could also be a problem in equation Ar. Independent
variables N and E have the expected positive sign but are not significant.
This is a common indicator of multicollinearity. Only variable T is signifi
cant in equation Ar. Multicollinearity may also be a problem in equation
Ac. Variable N has the expected positive sign but is not significant. Variable
T has the expected positive sign and is significant.
An examination of equation Ai indicates that variables Ni and T have the

expected positive sign and both are significant. The results of equation Ap
are similar to equation At. Variables N and T have the expected sign and
are significant. Variable C is significant but has the wrong sign. Again a
possible explanation could be multicollinearity.
The fit of all the equations is quite good with generally high R^'s. The

probable existence of multicollinearity in the equations made precise iden-

TABLE 1.

Estimated Land Demand Equations

Total Area Equation

.07659 N**

(3.105)
2665 C*

(-2.567)

Sy • X d

127,2 T** .99 43.29 1.91

(8.20)

(-2.058)

Residential Area Equation

.00896 N -I- .00903 E -I- 58.2 T* .81 35.36 1.74

(.36) (.31) (2.3)

Commercial Area Equation

A(. = -168.5 -t- .00617 N -f 7.537 T*
(-3.0) (.87) (2.28)

9.98 1.66

Industrial Area Equation

A, = -143.5 -t .02457 N,* -t 7.782 T**
(-5.336) (1.92 (5.78)

6.47 1.72

Public Area Equation

-664.9 -I- .08245 N** - 2510 C** 27.42 T** .99 24.92 2.11

(-2.44) (5.81) (-4.20) (3.07)

• Significant at the .05 level
• Signif icant at the .01 level



TABLE 2.

Comparison of Fitted Values to Actual Values-Hildreth-Lu Estimates

+ 15.4

+ 22.6

-14.4

- 8.1

- 3.1

- 6.2

+ 2.8

- 2.0

+ 2.0

- 8.8

- 4.3

+ 4.3

- 5.6

+ 5.6

+ 11.1

+ 3.1

+ 10.9

+ 5.7

+ 9.4

+ 1.0

-12.0

+ 1.5

- 4.3

-  .6

+ 4.1

A." A,

A.



TABLE 3

Comparison of Fitted Values to Actual Values - OLS Estimates

+ 6.0

+ 19.0

+ 30.9

- 1.6

-38.6

-15.5

- 6.5

+ 10.8

+ 7.5

+ 7.5

+ 3.7

0

+ 4.6

+ 1.4

+ 13.5

+ 18.1

- 5.6

- 9.5

-13.8

-  .6

0
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tification of some of the structural parameters impossible. However, this is
not a serious impediment to the primary objective of the model which is
prediction. The predictive ability of the equations will remain intact as long
as multicollinearity continues into the prediction period [See Kelejian and
Gates 1974, p. 189].

FORECASTING MODELS OF THE INDEPENDENT VARIABLES

An ex ante forecast predicts the value of the dependent variable beyond
the estimation period. In the case of unlagged models such as this one, the
values of the independent variables are often not known. Therefore they
must be estimated. Referring to Table 1, there are four independent
variables in the estimated equations that must be forecast—N, Ni, E, and C.
Eorecasting models for these variables were developed and an ex ante
forecast was made for 1977.

The forecasting model for N is as follows.

(6) N = Bo'+ BiE + B2N[k] + B3N[US] + B4T

N - Total Riley county non-agricultural civilian employment

E - Total K.S.U. enrollment - fall semester

N[k] - Total Kansas civilian employment

N[US] - Total U.S. non-agricultural wage and salary employment
T - Time

The local demand for labor is derived from the demand for locally
produced output. The demand for community output in turn depends on
local and external demand. Independent variable E was selected to repre
sent regional and national demand for locally produced higher education
services. N[k] was selected as a proxy variable for regional demand for
local output. N[US] represents the strength of national demand for com
munity production. The time variable was included as a proxy for other
influences on local employment which are difficult to quantify and fore
cast. These influences might include changes in supply side variables like
technical change and shifts in regional input costs. All of the independent
variables should be positively correlated to the dependent variable.
The forecasting model for Nj is as follows:

(7) N, = Bo + BiN[US] + B2N[US]i + B3T

Ni - Riley county non-agricultural industrial employment

N[US] - Total U.S. non-agricultural wage and salary employment
N[US]i - National non-agricultural industrial employment [in

cludes wage and salary employment in the manufacturing,
transportation, and public utility sectors]
T - Time
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Industrial sector employment depends primarily upon demand which is
external to the region. Independent variables N[USJ and N[US]i reflect
the strength and nature of national demand for local industrial output.
Time was included in (7) for basically the same reasons as for (6). The
expected sign of the independent variables is positive.
The forecasting model for independent variable E is as follows:

(8) E = Bo + BiE[REG] + B2E[SEN] + B3T

E - K.S.U. total enrollment - fall semester

E[REG] - Opening fall enrollment of degree credit students - Kansas
Regents' Institutions

E [sen] - Total 12th grade enrollment in Kansas high schools - Close
of school year

T - Time

A wide variety of economic and non-economic factors affect higher
education enrollment. Basically it depends on the size of the client popula
tion and the propensity of that population to enroll. However, measuring
either of these is fraught with difficulty. E[SEN] was included as a meas
ure of part of the client population. E[REG] was included on the premise
that K.S.U. enrollment is a predictalale share of enrollment in Kansas
Regents' institutions. Time could reflect some of the factors affecting the
propensity to enroll. The expected sign of all the independent variables is
positive.
Independent variable C, per capita auto registration, was forecast in two

parts. The forecasting model for auto registrations is as follows:

(9) K[AREG] = Bo + BiY[k] = BgT

K[AREG] - Kansas auto registration [includes private and public autos
only, exc. military^

Y[k] - Kansas personal income, measured in millions of current
dollars

T - Time

The forecasting model for K[AREG] is based on the premise that the
demand for autos is primarily a function of income. The expected sign of
the indepentent variables is positive. Kansas population was forecast on
the basis of past growth rates.

ESTIMATED EQUATIONS OE THE INDEPENDENT VARIABLES

The equations for the independent variables were estimated for the time
period I960-I976. Data sources can be found in the footnotes.^ The
equations were estimated using stepwise regression procedure. The esti
mated equations are found in Table 4.
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An examination of Table 4 indicates that the fit of the total employment
(N) equation is very good with an of .99. Also there is no significant
serial correlation. The independent variables have the expected sign ex
cept for N[k]. The negative sign of N[k] and the non-significance of E
are possibly due to multicollinearity. N[US] has the expected positive sign
and is significant.
The forecasting equation for Nj also has a good fit with an of .83.

There is no significant serial correlation. N[USj has the expected positive
sign and is significant. The sign of N[US]i is negative and significant. As
explained above, the expected sign is positive. However, the sign could be
negative if the particular mix of local industries has a cyclical pattern that
runs counter to the national industrial sector. Examination of the data

reveals that in several of the years in the estimation period Nj and N[US]i
changed in the opposite direction.
The forecasting equation for enrollment [e] has an excellent fit with an

R^ of .99. There is no significant autocorrelation. Independent variables
E[REG] and T both have the expected positive sign and are significant.
The expected sign of E[SEN] was hypothesized to be positive. However,
the sign is negative and the variable is significant. An examination of the
data reveals that E[SEN] peaked in 1971 and has declined slightly since
then. However, K.S.U. enrollment has continued to increase during this
period. This could be due to several possible factors. One of these could be
that a larger fraction of seniors from Kansas high schools are enrolling in
K.S.U. than was previously the case. It could also be due to increased
enrollments by persons outside the traditional client groups. In any event
this could explain the negative sign of E[SEN].

TABLE 4.

Forecasting Equations - Independent Variables

Total Employment Equation

N = 896.5 + .2643 n[Ij'S]** + .1106 E - .00617 N[k]*
(.46) (6.25) (1.04) (-2.48)

Sy • X

251.6 1.

Industrial Employment Equation

N, = 255.8 -I-.03960 N[US]** -.08636 N[US]*i
(.48) (6.19) (-2.31)

Enrollment Equation

E =-27300 -t .06408 E[REG]* - .1216 E[SEN]* -H591.2T** .99
(-8.14) (1.85) (-2.48) (9.35)

236.2 1.86

Auto Registration Equation

K[AREG] =-518500 -I-9.132 Y[k]* -H 22500 T**
(-3.30) (1.96) (7.91)

.99 14416

Significant at .01 level.
Significant at .05 level.
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The Kansas auto registration equation has an excellent fit with an of
.99. Both Y[k] and T have the expected positive sign and are significant.
However, the Durbin-Watson statistic fell in the inconclusive range of the
5% limits. The Hildreth-Lu method was performed on the equation to
determine if the fit of the equation could he improved by correcting for
serial correlation. The test indicated a p of .3. As indicated above, Rao and
Griliches suggest correcting for serial correlation if | p | is & .3 when the
sample size is small [approximately 20]. The sample for the equation is 15.
However, the standard error of the OLS equation is slightly lower than the
Hildreth-Lu equation. Therefore, the OLS equation was accepted.

THE 1977 EX ANTE EGRECAST

To test the predictive performance of the land use forecasting system an
ex ante forecast was performed for 1977. This was done as follows:

(1) The actual 1977 values of Ax, Ar, Ac, Aj, and Ap were
measured.

(2) The 1977 values of N, Ni, E, and C were forecast using
equations 6 through 9.

(3) The forecast values of N, Nj, E, C, and T were inserted
where appropriate in equations 1 through 5 to obtain 1977
forecasts of Ax, Ar, Ac, Aj, and Ap.

(4) The forecast values of land use obtained in (3) were then
compared to the actual values as measured in (1).

The 1977 actual values of land use were measured in the same manner
as for the 1960-1976 period. Procedures for obtaining 1977 forecasts for
N, Ni, E, and C are described in the footnotes.® The 1977 actual and
forecast values of the five land use categories are in Table 5.

TABLE 5

1977 Ex Ante Eorecast Performance

Land ETse Actual Forecast

An examination of Table 5 reveals that the model performed quite well
with the exception of Aj. The percentage forecast error of Ax, Ac and Ap
was less than 1% while that of Ar was less than 2%.
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MODEL STRENGTHS AND WEAKNESSES

There are some disadvantages to the approach taken by this model to
forecasting land demand. Some of these problems are often inherent in
time series regression models such as multicollinearity, autocorrelation,
and forecasting the values of the independent variables. Also the time
required to assemble the historical land use data is quite significant. This
may he the main reason why this approach has not been tried before. It
takes considerable time to measure the quantities of land in the various
functional uses for a given year and this problem becomes increasingly
significant the larger the size of the urban area and the larger the length of
the estimation period. For all practical purposes this limits the application
of the model to cities of moderate size, such as many of the cities in the "Sun
Belt" that are now experiencing rapid growth.

While the model has these limitations it also has substantial advantages.
By using local data, the model is able to capture the uniqueness of the local
growth experience. This is in sharp contrast to other approaches which
have applied national numeric averages, with a high degree of regional
variation, to local situations, [for examples see Bartholomew 1955 and
Davis 1974.]

Also the model is flexible in the sense of being able to estimate the impact
of a wide variety of assumed alternative futures. For example, the extent of
local growth will depend on the strength and nature of national demand.
Therefore by making alternative forecasts of national demand, the differ
ential impact on local employment and land use can be estimated. The land
use impacts of alternative forecasts of the demand for higher education
services as reflected in enrollment could also be simulated. Alternative

assumptions with respect to fuel prices could also he made and their land
use impacts evaluated. By making these alternative, conditional forecasts
the sensitivity of land demand to the various causative factors can be
determined.

The model can determine the range of probable local growth by making
alternative assumptions with respect to the magnitudes of the important
economic variables. This is very important to local policy makers because it
allows them to begin developing plans for the right set of problems. If the
prognosis for the community is slow growth or stagnation, local policy
makers may begin thinking about how to attract new firms to the area or
ways to offset the rising per unit public service costs that accompany
stagnation. On the other hand, if the alternative forecasts yield a range of
substantial growth, local policy makers have a different set of potential
difficulties to plan for. They would likely have to consider ways of avoiding
potential external costs and plan ways of financing additional public
goods.
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FOOTNOTES

'Employment data for Riley County were used be
cause separate data for Manhattan aren't available. But
since lb9c of the Riley County population lives in Man
hattan, this was not thought to be a serious problem.
^The state was used to estimate the trend in variable C

due to the large number of transients in the local area.
Large numbers of college students and military person
nel operate cars in the local area, but they are not regis
tered in the local jurisdiction. A more accurate assess
ment of the trend could be made by using the larger area
assuming there are no large differences in transporta
tion cost within the state.

•''N, and N| - Kansas Department of Labor, Research
and Analysis Section, Bureau of Employment Security.
N [us] I - U.S. Department of Labor, Bureau of Labor

Statistics, Employment and Earnings, Table B-1 (Washing
ton, D.C.; U.S. Ck)vernment Printing Office, July, 1976).
E - Office of Admissions and Records, Kansas State

University.
C - Motor Vehicle Manufacturers Association, Auto

Facts and Figures (Detroit, Michigan: Automobile Manu
facturers Association).

Kansas State Board of Agriculture, Population of Kan
sas, Topeka, Kansas.
''N[k] - Kansas Department of Labor, Research and

Analysis Section, Bureau of Employment Security.
N[US] - U.S. Department of Labor, Bureau of Labor

Statistics, Employment and Earnings, Table B-I (Washing
ton, D.C.: U.S. Government Printing Office, February
1977).
E[REG] - Office of Admissions and Records, Kansas

State University and U.S. Department of H.E.W., Office
of Education, Opening Enrollment in Higher Education.
(Washington, D.C.: U.S. Government Printing Office.)
E[SEN] - Kansas State Department of Education,

School Finance and Statistics Department.
Y[k] - U.S. Department of Commerce, U.S. Bureau

of Economic Analysis, Survey of Current Business (Wash
ington, D.C.: U.S. Government Printing Office).
®N- N[US] was forecast by prorating the 1980 Bureau

of Labor Statistics forecast found in Tomorrow's Man

power Needs, Bulletin 1737. E was forecast from equation
(8) of the model. The forecast of N[k] was taken from
14th annual Economic Report of the (governor - State of
Kansas.

Ni - N[US], was forecast in the same manner as
n[us].
E - The forecast of E[REG] was furnished by the

Board of Regents - State of Kansas. E[SEN] was forecast
by using data furnished by the Kansas State Department
of Education, School Finance and Statistics Department.
C - The forecast of Y[k] was obtained from the same

source as N [ K] . Kansas population was forecast by using
past growth rates.


